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Abstract
We have constructed a multi-objective set orienteering problem to model real-world problems more fittingly than the

existing models. It attaches (i) a predefined profit associated with each cluster of customers, and (ii) a preset maximum

service time associated with each customer of all the clusters. When a customer from cluster visits, it allows the earning of

a profit score. Our purpose is primarily to search for a route that (i) on the one hand allows us to service each cluster for

maximizing customer satisfaction and (ii) on the other hand allows us to maximize our profits, too. The model assumes that

the more time we spend on servicing, the more customer satisfaction it yields. It tries to cover as many clusters as possible

within a specified time budget. In this paper, we also consider third-party logistics to allow the flexibility of ending our

journey at any cluster of our choice. The proposed model is solved using the nondominated sorting genetic algorithm and

the strength Pareto evolutionary algorithm. Here, we also generate the dataset to test the proposed model by using instances

from the literature of the generalized traveling salesman problem. Finally, we present a comparative result analysis with the

help of some statistical tools and discuss the results.

Keywords Set orienteering problem � Multi-objective optimization � NSGAII � SPEA2

1 Introduction

In today’s world, successful organizations keep a constant

focus on the enhancement of products and plan continu-

ously to improve customer through suitable service.

Transportation has a vital role in any industry because a

proper routing plan can serve the customers more effi-

ciently, and hence, it increases customer satisfaction,

thereby increasing the goodwill of the organization. Effi-

cient routing can reduce a lot in the cost of transportation

that directly decreases product price and increases product

acceptability in the market leading to an increase in con-

sumption of the products in question. That is why

researchers have given massive attention to the routing of

products or services for the last few decades. As a result,

several new concepts and models of routing plans have

been invented. These models directly or indirectly map

real-world problems. The traveling salesman problem

(TSP) published in the 1800s is the oldest and the essential

concept. Here, the challenge is to find a Hamiltonian cycle

that starts from and ends in the same city and visits all the

cities exactly once. This problem is described in detail in

the book of Lawer et al. [1]. Soon after, a version of TSP,

called prize-collecting TSP, was presented by Balas [2].

Here, a salesman gets prizes for the cities he visits and

conversely pays penalties for the cities that he has omitted.

Prize-collecting TSP is thus a maximization problem.

Fischetti et al. [3] published a paper on generalized TSP

(GTSP) that partitioned all the cities into some clusters and

tried to search for a minimum cost path that covers all the

clusters by visiting one city from each cluster. Feillet et al.

[4] presented a survey paper on TSP with profit. It con-

sidered only a single vehicle to earn profits. Dantzig and

Ramser [5] introduced the concept of vehicle routing

problem (VRP) on their paper on truck dispatching. VRP

considers more than one vehicle to provide the services to a

set of customers positioned in different locations. But the
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concept of profit is not there in VRP. Generally, VRP is a

minimization problem on the traveling distance or cost.

A well-known routing problem with profit is orienteer-

ing problem (OP). Tsiligirides [6] first introduced it. Here,

each city is associated with a profit. The challenge in OP is

to maximize the total profit by visiting the cities within a

predefined time limit. OP involves the concept of both the

knapsack problem and TSP. Since then, researchers have

developed several models of OP like the team orienteering

problem, the team orienteering problem with time win-

dows, the time-dependent team orienteering problem, etc.

Angelelli et al. [7] introduced the clustered orienteering

problem (COP), which is the combination of OP and

GTSP. Here, all the customers are grouped into some

clusters, and each cluster is associated with a profit. The

profit score of a cluster is collected only after visiting all

the customers belonging to that cluster. The target of this

COP is to find a cycle that maximizes the collected profit

within a specified time limit.

Recently, Archetti et al. [8] introduced a variant of the

OP in analogy with COP of Angelelli et al. [7]. They

coined the term set orienteering problem (SOP). Like COP,

SOP uses a set of clusters with profit, and each cluster has

some customers. Unlike COP, in SOP, the profit of a

cluster is collected after visiting at least one of the cus-

tomers belonging to that cluster. SOP also tries to find the

cycle that maximizes the collected profit within a specified

time limit. Both the COP and SOP have a considerable

number of applications, especially in mass distribution

products. In the case of COP, the carrier will serve all the

customers who belong to the same cluster, whereas in the

case of SOP, it uses two levels of carriers. The first level of

transport will serve only one customer of a cluster. Mostly

based on the distance, the system chooses the customer on

a cluster. Some other internal carriers serve the other

customers of the cluster. We can apply SOP in all the

applications of GTSP with a limited budget. Very recently,

Pěnička et al. [9–11] presented that many OP variants like

OP with Neighborhoods (OPN) (2016), the Dubins OP

(DOP) (2017), etc., can also be mapped as SOP.

Till now, all the papers published on SOP considered

only one objective, i.e., the maximization of total profit. If

we look into the real-life applications of SOP, the choice of

a particular customer from a set of customers of a cluster to

supply the total orders of all the customers of the same

cluster is not only based on only one objective; instead, we

used to consider so many parameters. These are like dis-

tance, customer’s goodwill, customer satisfaction, the

capacity of the customer, customer’s payment status, cus-

tomer’s social status, urgency, order amount, etc. So to fill

this gap, we have introduced first the multi-objective SOP.

In this paper, we consider two objectives to solve the SOP.

In addition to that, we use third-party logistic; that is, the

vehicle will start from a fixed depot, but it will not return to

the depot, and there is no fixed endpoint. So we have used

the term open set orienteering problem (OSOP). Till now,

very few papers have been published on the SOP. Archetti

et al. [8] have first introduced the concept of SOP, and they

considered the same start and end depot belonging to a

cluster having only one point, i.e., the depot. Next, Pěnička

et al. [9] have published the paper on SOP by considering a

fixed starting cluster and a fixed end cluster, both of which

may have multiple nodes. In this work, there will be a fixed

starting cluster having only one node, i.e., the depot, but

there is no such fixed end cluster. To make this model more

realistic, we have given this flexibility to stop the tour at

any cluster except the depot as we are considering third-

party logistic. Therefore, we implement a multi-objective

open set orienteering problem (MOOSOP).

To solve the proposed multi-objective model, we use the

nondominated sorting genetic algorithm (NSGAII) and the

strength Pareto evolutionary algorithm (SPEA2). The

solution of the model will give a route to serve a set of

customers belonging to different clusters with the consid-

eration of the trade-off between the maximization of the

total profit and the maximization of the average customer

satisfaction score.

The main contributions of this article are summarized as

follows.

a. The multi-objective version of the set orienteering

problem has been developed. We use third-party

logistics to make it open, as the proposed model has

no restriction on the endpoint of the route. The

definition of the SOP by Archetti et al. [8] is a

single-objective model that considered a fixed same

point for start and end. But as per the proposed model,

both the beginning and endpoints are different. As

compared to Pěnička et al. [9], the proposed model has

given the flexibility to choose any cluster as the end

cluster except the staring one.

b. NSGAII and SPEA2 are applied to solve the proposed

MOOSOP model using the instances of the GTSP.

c. Statistical analysis is also performed to measure the

performance of both the algorithms to solve the

proposed model.

The paper is organized as follows. In the beginning,

Sect. 1 introduces the work. The literature survey of

Sect. 2 describes the previous studies on different types of

orienteering problems and specially set orienteering prob-

lems. Section 3 highlights the reason to start this work.

Section 4 presents the mathematical modeling of the pro-

posed work. Section 5 describes the methodology used to

solve the proposed model. Section 6 describes the numer-

ical dataset used to assess the proposed study. The
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computational results are presented in Sect. 7 that show the

applicability of the used algorithms in the proposed model.

Finally, Sect. 8 describes the main findings and the con-

clusion of the work.

2 Literature review

The root of all the routing plans starts from the TSP

problem. But TSP does not consider any profit score

associated with the cities. The routing problems that

involve profits are more appropriate to fit the real-world

issues. That is why the researchers are paying massive

attention in this section of the routing problems. In this

context, the concept of orienteering problem (OP), as

described by Chao et al. [12], is the perfect one. OP helps

to model several issues of the real-world scenario. They are

like ‘‘selective traveling salesman problem’’ [13], ‘‘maxi-

mum collection problem’’ [14], ‘‘bank robber problem’’

[15], etc. Vansteenwegen et al. [16] published a survey

paper on the orienteering problem. Gunawan et al. [17]

published a survey on the recent variants of OP. Mukhina

et al. [18] proposed a new version of OP with functional

profits. Here, the profit of any node depends on several

factors like geographical position and the other attributes of

the node. They used open-source framework to solve it and

use the ant colony optimization method and a greedy

method. Hanafi et al. [19] published a paper on OP by

introducing an extension of team orienteering problem.

They incorporated the concept of priority on the tasks of

the customers. Here, the vehicles used are heterogeneous in

nature. They enhanced the kernel search framework and

solve the model using the branch-and-cut method. Yu et al.

[20] introduced a selective discrete particle swarm opti-

mization method to solve the model of team orienteering

problem with time window. They used a partial score

associated with each city based on a set of attributes.

Authors used a discrete version of PSO to solve the model.

Schilde et al. [21] worked to develop a heuristic method

to solve the multi-objective OP. They applied the model in

the domain of tourism and focused on the different types of

interests of different kinds of tourists using the many

profits associated with each point of interest. Using Pareto

ant colony optimization algorithm and variable neighbor-

hood search, they have solved the model and tested on

several benchmark instances as well as on some practical

examples from Austrian regions and the cities of Vienna.

Chen et al. [22] extended the orienteering problem with

time windows by associating more than one profit values

with each point or customers. They used ant colony opti-

mization to solve the model based on 76 benchmark

instances. Mei et al. [23] introduced a multi-objective time-

dependent orienteering problem in 2016. They considered

two critical factors, namely time-dependent travel time and

multiple preferences together. They proposed two multi-

objective methods, namely multi-objective memetic algo-

rithm and a multi-objective ant colony system, to solve the

above model. Yu et al. [24] studied a multi-objective OP.

They considered separate benefits for various categories for

each point of interest. Thus, multi-objective decision

making arises. It was solved using simulated annealing.

Wang et al. [25] considered both the uncertainty and the

multi-objective in the OP. They used the uncertainty the-

ory. It was solved using a discrete multi-objective bat

algorithm and multi-objective local search. They applied

the model in reconnaissance mission planning. In the recent

years, Hu et al. [26] published a paper on the multi-ob-

jective team orienteering problem with time windows.

They included multiple profits per city. They solved the

model using a multi-objective method based on decom-

position and constraint programming. Some well-known

benchmark instances used this model. Hapsari et al. [27]

published a paper, especially for the tourism industry. They

developed a model on multi-objective orienteering problem

that focus on minimizing the total travelled time and

maximizing the total score. To solve the model, they used

some real-world data of east Java and some data from the

literature. They applied an adjustment iterated local search

method to solve it and compare with other state-of-the-art

algorithms.

Angelelli et al. [7] first coined the term clustered ori-

enteering problem (COD), which is a generalization of OP.

Like GTSP, COD also has a different set of clusters that are

a group of customers. Each such cluster is associated with a

profit, and a tour plan can earn this profit if it covers all the

cities of a cluster. They solved the model using both the

exact and heuristic approaches. After that, Yahiaoui et al.

[28] published a paper on COP based on the order first

cluster second approach. In the same year, Alvarez-Mi-

randa et al. [29] gave a new concept of generalized clus-

tered orienteering problem. The popular game Pokemon

GO motivates them to do this work. This work includes the

ideas of several routing problems like TSP, GTSP, OP, etc.

They have designed branch-and-bound (B&B) and branch-

and-cut (B&C) algorithms to solve it.

As already, we have discussed in Introduction section

that very recently, in the last half of 2017, a new variant of

OP has come into the literature called set orienteering

problem (SOP). Archetti et al. [8] published the paper.

Here, the customers are associated with a cluster, and each

cluster is also associated with a profit. A tour plan can gain

the profit of a cluster if it covers at last one customer of that

cluster. Later, Pěnička et al. [9] presented a paper on the

SOP and showed that many variants of OP could be

modeled as SOP. They also solved the model using a

variable neighborhood search. Till now, only these two
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papers have been published, and many researchers are

working on it to best utilize the concept of this model in the

real-life scenario.

3 The motivation of the work

The real-life supply chain system of several products ini-

tiates the main interest in doing this work. We observed

that several well-known companies select a particular

customer among a set of customers from a local area as

their authorized dealer. The companies used to supply the

bulk orders of all the customers from a local area to the

selected dealers. In the next step, the internal distribution of

the city is completed either by the dealer or by the other

customers of that area. There are several routing models in

the literature. The model of the set orienteering problem

(SOP), as described by Archetti et al. [8], exactly matches

the requirements of this case mentioned above. That is why

we have selected SOP as the base model for our work. As a

recently developed model, the literature on SOP has very

few papers. All of these papers have implemented their

model as a single-objective case. But in reality, it is dif-

ferent, as choosing a customer as an authorized dealer and

making a tour plan always involve several issues. So we

have designed our work as a multi-objective SOP. At the

same time, none of the published papers considered the

third-party logistics that are mostly in use nowadays.

Therefore, we implement the multi-objective open SOP

where the vehicles used for supply are not bound to return

to the depot.

4 Problem definition and mathematical
model of MOOSOP

In this paper, the aim is to solve the multi-objective open

set orienteering problem (MOOSOP), which extends the

basic model of SOP by considering two objectives and the

flexibility on ending cluster being anyone except the

starting one. Like SOP, the MOOSOP can also be defined

with the help of a directed graph DG ¼ V ;Að Þ; where V ¼
v0; v1; . . .; vmf g is the set of vertices and A ¼ aij

� �
is the

set of arcs such that between every pair of vertices vi and

vj, there will be an arc aij associated with a cost of cij. All

the vertices are grouped into a set of clusters S ¼
s0; s1. . .; snf g such that si \ sj ¼ ; for i 6¼ j; 0� i; j� n:

Every vertex vi¼0;1;...;m must belong to only one cluster in S.

Each cluster si¼0;1;...;n has a profit pi¼0;1;...;n that can be

earned by visiting at least one of the vertices from that

cluster. In this model, we consider a fixed cluster s0 as a

starting cluster that holds only one vertex, i.e., the depot

from where the tour begins. Therefore,

s0j j ¼ 1; si¼1;2::;n

�� ��� 1. It is also assumed that the ending

cluster sf can be any vertex except the starting cluster.

Therefore, f ¼ 1; 2; . . .; n as sf 6¼ s0:

But in comparison with the previous works, there is no

such fixed ending cluster. As the tour may end at any

cluster except the starting one, we assume that the profit

corresponding to the starting cluster is zero, i.e., p0 ¼ 0:

Here, we have considered two objectives. One of the goals

is to search a route that maximizes the collected profit by

visiting the clusters as maximum as possible within the

predefined budget Tmax: Based on the triangular inequality,

we can easily say that an optimal tour should not include

more than one vertex for each visited cluster. The other

objective used in this model is to maximize customer sat-

isfaction. Here, we assume a maximum service time ti
associated with each cluster si: The customers of a cluster

are expecting that the service provider will stay this much

of time to provide the service to get the full customer

satisfaction. Let t0i be the actual time the service provider

spent on the cluster si:

The proposed model may be formed as an integer linear

programming problem. Here, we have assumed some

variables given below.

yi is a binary variable which is equal to 1 if at least one

vertex is visited from the cluster si, else it is zero. xij is a

binary variable which is equal to 1 if the tour plan includes

aij, else it is zero.

Now the proposed formulation of the MOOSOP is given

below:

Maximize Z1 ¼
X

si2S
piyi ð1Þ

Maximize Z2 ¼
Xn

i¼1

1� ti � t0i
ti

� �� �
yi

 !

=
Xn

i¼1

yi ð2Þ

subject to
X

aij2A
cijxij � Tmax

ð3Þ

X

vi2Vn sqf g
xij ¼

X

vi2Vn sqf g
xji

8sq 2 Sn s0; sf
� �

; f 6¼ 0; 8vj 2 sq

ð4Þ

X

vi2Vn sqf g

X

vj2sq
xij ¼ yq 8sq 2 Sn s0f g ð5Þ

X

vi2Vn sqf g

X

vj2sq
xji ¼ yq 8sq 2 Sn sf

� �
; f 6¼ 0 ð6Þ

X

vi2U

X

vj2U
xji �

X

sq2Un stf g
yq 8U 2 Sn s0; sf

� �
; f 6¼ 0; st 2 U

ð7Þ
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y0 ¼ 1; yf ¼ 1 ð8Þ

yq 2 0; 1f g; sq 2 S; xij 2 0; 1f g; aij 2 A ð9Þ

The objective function (1) represents the maximization

of collected profit. The objective function (2) represents the

maximization of customer satisfaction. Constraint (3)

denotes the budget constraint. The clusters except the

starting and the ending cluster must have an equal number

of arcs entering and exiting. Equation (4) implements this

fact. Constraint (5) ensures that at least one arc must be

entered in every visited cluster except the starting cluster.

Similarly, constraint (6) provides that at least one arc must

be leaving from every visited cluster except the ending

cluster. Constraint (7) represents subtour elimination.

Constraint (8) ensures that the starting and ending clusters

must be visited. The domains of some variables are

implemented using constraint (9).

5 Methodology

Most of the real-world problems are multi-objective in

nature. The issue of delivery of products is a widespread

scenario, and it is also a multi-objective problem. The

MOOSOP model is very much useful to map the trans-

portation of different products. So the model presented in

this study is a multi-objective SOP, and to solve it, the

multi-objective evolutionary algorithms are very much

suitable. Nowadays, so many multi-objective algorithms

already exist. Some state-of-the-art multi-objective algo-

rithms are trendy such as NSGAII, SPEA2, MOALO,

MOPSO, AbYSS, etc. Here, we have used NSGAII and

SPEA2 to solve the proposed model.

5.1 NSGAII

NSGAII is a nondominated sorting-based multi-objective

evolutionary algorithm (MOEA), which was first proposed

by Deb et al. [30]. Unlike the other MOEAs consisting of

external archives, the NSGAII deals with a population

updating process from the union of populations before and

after exploration–exploitation. Compared to earlier

MOEAs, the NSGAII executes a nondominated solution set

much faster, and the diversity preservation is also main-

tained more easily. Many researchers employed the

NSGAII in their problem-specific way to evaluate discrete

as well as continuous multi-objective problems so far, and

this algorithm seems to produce effective results in those

cases. Hence, we select the NSGAII as a popular state-of-

the-art MOEA to solve the proposed model. Initially, it

creates a random parent population, and then the selection,

crossover and mutation are performed similarly as in GA.

In the next step, both the parent and child (after crossover

and mutation) populations are combined to get a new

population with double size (2 m) of the population (size

m). Then, the new double-size population (size 2 m) is

sorted using the crowding distance calculation. The next

step incorporates the frontification process of the solutions

based on nondominance checking. The best m solutions are

forwarded to the next generation, while the remaining m

individuals are discarded. As the termination condition is

reached, the first front is obtained as a near-optimal solu-

tion. The necessary steps of the algorithm are given below

(Table 1).

Table 1 NSGAII procedure

NSGAII pseudo code
Procedure of NSGAII

Initialize: Randomly generate an initial population of the possible solution, Pt of size m; Set 
crossover and mutation probability 

Evaluate the fitness of the population
Make a non-dominated sorting of the population

Apply selection operation and store the solution in Selected
Apply crossover and mutation and store the solution in Children          

While(stopping criteria not satisfied) 
Evaluate the fitness of the Children ;

Merge population and children;
Make a non-dominated sorting and find the fronts;

Evaluate crowding distance. Based on the crowding distance update population. 
Perform  selection and store in Selected, 
Apply crossover and mutation on selected and generate Children. 

end while 
end NSGAII
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5.1.1 Complexity analysis of one iteration of NSGAII

Let us assume that the M objectives are used and the

number of chromosomes taken in the population is N. The

worst-case complexity [30] of the important operations is

given below.

1. Fast nondominated sorting: O MN2ð Þ
2. Crowding distance assignment: O M 2Nð Þ log 2Nð Þð Þ
3. Sorting based on crowded-comparison

operator:O 2N log 2Nð Þð Þ

So the complexity of NSGAII algorithm is

O MN2
	 


þ O M 2Nð Þ log 2Nð Þð Þ þ O 2N log 2Nð Þð Þ
� O MN2

	 

:

5.2 SPEA2

Several Pareto-based multi-objective evolutionary algo-

rithms are found in the literature. Each of the algorithms

has some advantages and disadvantages when solving real-

life problems depending on the nature of the problems.

Here, we use SPEA2 to get a set of alternative solutions for

the proposed multi-objective SOP. Zitzler et al. [31]

developed SPEA2, which performs better than several

other algorithms of its peer in many problems. The nec-

essary steps of the algorithm are given in Table 2.

5.2.1 Time complexity of SPEA2

Let N and N 0 be the population size and archive size,

respectively, and K ¼ N þ N 0: The computational com-

plexity [31] of each of the operators is as follows:

Construction of distance list for each individual: O K2ð Þ
Fitness assignment procedure: O K2 logKð Þ
Removal of an individual: O K2ð Þ

Thus, the overall complexity SPEA2 for an iteration is:

O K2
	 


þ O K2 logK
	 


þ O K2
	 


� O K2 logK
	 


5.3 Encoding

This paper uses two well-known multi-objective evolu-

tionary algorithms, viz. NSGAII and SPEA2, to solve the

proposed model. Any solution to this model will contain

the cluster sequence, the time to service the clusters and the

cities within each cluster to visit within the predefined time

limit to maximize the score and the customer satisfaction.

Therefore, to solve the proposed model using NSGAII and

SPEA2, we encode one single solution with the help of

three strings of length N given in Fig. 1. N is the number of

clusters in the problem. Here, the first string or the first row

contains the cluster sequence that is the order of clusters to

visit. The second string contains the time to spend in each

cluster, and the third string includes the cities to be visited

corresponding to each cluster. For example, the route first

covers cluster 9, and the time to be spent on cluster 9 is 10.

Among all the cities of cluster 9, the selected city to visit is

city 52.

5.4 Initialization

For both the algorithms, we assume m as the population

size and N as the number of clusters. We take m number of

chromosomes, and each chromosome is of size 3� N: The

first row of each chromosome is a random permutation of

Table 2 SPEA2 procedure

SPEA2 pseudo code
Procedure of SPEA2

Initialize : Generate population of possible solution, Pt ;
empty external set (archive), Zt with size N;
Zt = 0;
generation number, t = 0;

for t = 1 to g do 
Fitness assignment on each individual in Pt and Zt ;
Copy all non-dominated individual to Zt+1 ;
If the capacity of Zt+1 exceeded N then use the truncation operator to remove elements from Zt+1.
If Zt+1 does not exceed the capacity, then the dominated individual will be sorted and filled to Zt+1.
Perform binary tournament selection to fill the mating pool, 
Apply crossover and mutation to the mating pool. 

end for 
end SPEA2

Fig. 1 An example of a solution
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clusters between 1 to N. The second row is filled up by a

random number between 1 and the maximum service time

of the corresponding cluster. The third row is filled up by a

randomly selected city from the set of cities under the same

cluster.

5.5 Fitness evaluation

As the proposed model has two objectives, viz. maxi-

mization of profit score and maximization of customer

satisfaction, we use two fitness functions directly for the

two objective functions as presented by Eqs. 1 and 2. In

both the methods SPEA2 and NSGAII, we use the same

fitness functions. One of the fitness functions calculates the

total profit scores by adding the profits of the clusters as per

the sequence of the clusters of the chromosomes until it

crosses the budget constraint. Another fitness function

calculates the average customer satisfaction by dividing the

total customer satisfaction of the visited clusters by the

total number of clusters visited.

5.6 Selection

In SPEA2, we use the well-known tournament selection

with a suitable selection pressure, which represents the

number of solutions participating in a tournament. In this

method, we randomly choose some solutions from the

population and sort them based on the crowding distance

metric. The solution with the rank of one is sent to the

mating pool. In our implementation of SPEA2, we consider

selection pressure as four. Choosing a selection pressure is

a matter to perform several pilot tests as a low selection

pressure leads to a slow convergence rate, whereas a high

selection pressure leads to premature convergence. In

NSGAII, we use conventional Roulette wheel selection.

Here, the probability of selection of a solution is also

calculated using the crowding distance.

5.7 Crossover

Crossover operator is responsible for exploring the search

space. Both the NSGAII and SPEA2 use a well-known

partially mapped crossover (PMX) for the cluster sequence,

i.e., the first string of chromosomes. The third row of

chromosome contains a list of cities, each of which belongs

to different clusters. During the crossover, the cities of the

third row of chromosome change simultaneously according

to the changes in the cluster sequence. The second row of

the chromosome is a list of service times spent on associ-

ated clusters. We use the following crossover technique to

find the service time of clusters in the child:

Servic Time Child 1; ið Þ
¼ 1þ Servic Time Parent 1; ið Þð
þ Servic Time Parent 2; ið ÞÞ
mod Max Servic Time Child 1; ið Þð Þ
for i ¼ 1; 2; . . .N

Goldberg and Lingle [32] proposed the PMX crossover.

It first selects two random crossover points. Then, the

substrings between these two crossover points of the par-

ents are swapped. Then, the repeating elements within one

permutation are exchanged with the allele corresponding to

those mapped by the other parent. This operation is

explained in detail using Fig. 2 assuming the maximum

service time of the clusters {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} as

{10, 24, 70, 65, 40, 30, 12, 25, 30, 30}, respectively. In the

first step, two random crossover points are selected and are

marked using blue arrows over the parent. Then, the sub-

string (5, 4, 3) of parent 1 is swapped with the substring (6,

9, 5) of parent 2. Then, the new permutations generated for

offspring 1 and offspring 2 are (9, 2, 7, 6, 9, 5, 6, 10, 8, 1)

and (2, 8, 3, 5, 4, 3, 10, 7, 4, 1), respectively. Now to

remove the duplicate values from each permutation, we

need to consider the mapping between the substrings (6, 9,

5) and (5, 4, 3). As per the below figure, it is clear that 6 is

mapped with 5, 5 is mapped with 3 and 9 is mapped with 4.

Using this mapping scheme, the duplicate values 6 and 9 of

the first permutation are replaced with 3 and 4, respec-

tively. Similarly, the duplicate values 4 and 3 of the second

permutation are replaced with 9 and 6, respectively.

Finally, the crossover for the first row becomes complete.

The second row is generated using the previously men-

tioned formula of service time. For example, the service

time for cluster 9 of offspring 1 is 23. It is derived as per

the below calculation:

1þ Servic Time Parent 1;0ð ÞþServic Time Parent 2;0ð Þð Þ
mod Max Servic Time Child 1;0ð Þð Þ

¼ 1þ Servic Time 9ð ÞþServic Time 2ð Þð Þ
mod Max Servic Time 9ð Þð Þ

¼ 1þ 10þ 12ð Þmod 30ð Þ
¼ 23

The third row is generated from the parent according to

the cluster–city relationship. The first value of the third row

in offspring 1 is 52 as city corresponding to cluster 9 is 52

in the parent 1.

5.8 Mutation

The mutation is an evolutionary operator that exploits the

search space. Applying mutation with appropriate mutation

probability leads to faster convergence.
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In this paper, we use an inversion mutation on the

chromosomes in SPEA2. It selects two random mutation

points. Then, the substrings between these two selected

points are just inverted for all the rows of the parent

chromosome. Figure 3 shows the inversion mutation. Here,

two random mutation points are marked using blue arrows,

which are pointing to 7 and 3. The substrings (7, 5, 4, 3),

(6, 32, 56, 60) and (22, 17, 29, 46) are inverted in the newly

generated mutated chromosomes.

In NSGAII, we use swap mutation. It selects two ran-

dom mutation points. Then, the cluster numbers of the first

row and the service times of the second row of the corre-

sponding selected points are just swapped. In the case of

the city sequence, we choose a different city from the same

cluster corresponding to those selected points. Figure 4

explains the above method with a problem of size 10. Here,

two random mutation points are marked using blue arrows,

which are pointing to 7 and 6. Numbers 7 and 6 of the first

row and numbers 6 and 24 of the second row are swapped.

However, in the newly mutated chromosome, the cities

corresponding to clusters 6 and 7 are randomly selected

Fig. 2 PMX crossover

Fig. 3 Inversion mutation (used in SPEA2) Fig. 4 Swap mutation (used in NSGAII)
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except 37 and 22, respectively. Here, the selected cities are

45 of cluster 6 and 19 of cluster 7.

6 Performance measures

The performance of a multi-objective evolutionary algo-

rithm can be measured using several metrics. Some of the

most used performance metrics are hypervolume (HV),

spread, generalized distance (GD) and inverted generalized

distance (IGD). In this paper, we use GD, IGD and spread

to compare the algorithms.

6.1 GD

Veldhuizen and Lamont [33] proposed this metric. The

objective of the metric is to determine the distance between

the nondominated solution and the nearest element from

the Pareto front. The formula for GD is given below:

GD ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK
i¼1 d

2
i

q

K

vuut

where K is the number of solutions in the approximate front

and di represents the distance between the solution and the

nearest number in Pareto front. GD metric measures the

convergence of a multi-objective evolutionary algorithm

by measuring the gap between the approximate front and

Pareto front (PF).

6.2 IGD

Veldhuizen and Lamont [33] also proposed this metric.

This metric measures the diversity as well as the conver-

gence of a multi-objective evolutionary algorithm. The

formula of IGD is presented as follows.

where represents the distance between the

elements of the Pareto front from the nearest neighborhood

element from the approximate front. There, the smaller the

IGD, the better the approximate solution.

6.3 Spread (D)

Spread measures the diversity of a nondominated solution

set. This measure is proposed by Deb et al. [30] for the

biobjective problem. It finds the distance between the

nearest solutions present in an approximate front. Zhou

et al. [34] extended this measure for multi-objective opti-

mization problems where it finds the distance between a

nondominated solution and its nearest neighbor. In best

case, value of spread vanishes. The formula for the spread

is given below:

D ¼
Pm

i¼1 d ei � NDð Þ þ
P

x2PF d X;NDð Þ � �d
�� ��

Pm
i¼1 d ei � NDð Þ þ PFj j � �d

8ei 2 PF

where d X;NDð Þ ¼ min
Y2ND;Y 6¼XF Xð Þ � F Yð Þ2 ND is the set of

nondominated solutions, and m is the number of objectives.

ei i ¼ 1; 2; . . .mð Þ are extreme solutions in pareto front:

�d ¼ 1

PFj j
X

X2PF
d X;NDð Þ:

7 Numerical illustration

7.1 Instance settings

The MOOSOP is a new model, and that is why there is no

such benchmark dataset to evaluate the performance of our

work. The concept of our proposed model is derived from

the standard set orienteering problem (SOP) proposed by

Archetti et al. [8]. Even SOP has no benchmark dataset in

the literature. They have generated the dataset to test their

model by using the instances from generalized traveling

salesman problem (GTSP). Here, all the customers are

grouped into several clusters, and the model tries to find the

shortest cycle covering all the clusters by visiting at least

one customer from each cluster. To test our proposed

MOOSOP model, we also use the instances from the

GTSP. We use only those instances for which we can get

the Euclidean distance between two customers. We use 12

instances, which are mentioned in the first and the fourth

columns of Table 4. One of them is 11berlin52. Here, the

first number, i.e., 11, represents the number of clusters, and

the last number, i.e., 52, represents the number of nodes or

customers. We apply the instances in our proposed model

as follows. As there is no concept of the depot in the GTSP,

we select the first node as the depot, and we remove the

first node from the cluster where it is included in GTSP.

For example, in the case of 11berlin52, the first node is

removed from its original cluster, which initially has 21

customers. So after removal, it becomes the depot, and that

cluster will have now 20 customers. Then, we reduce the

customers’ number by one. That is, customer 2 will

become customer 1, customer 3 will become customer 2

and similarly, customer 52 will become customer 51.

We then generate the profit pi, the service time ti
required of each cluster and budget Tmax:

Profit pi: The profit pi of cluster si is generated by cal-

culating the total number of customers of that cluster, i.e.,

sij j:
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Service time ti : The service time ti of a cluster si is

calculated by adding the service time required for all the

customers of the cluster si: The service time required for a

customer is calculated using the formula ‘‘1 ? (7141

j ? 73) mod(100)’’ to get the pseudorandom number.

Angelelli et al. [7] for the clustered OP and Archetti et al.

[8] for SOP also used this rule.

Budget Tmax : The cost of the best-known solution value

of the GTSP taken from Fischetti et al. [3] is considered as

the budget Tmax:

We use the same number of clusters in all the instances

of GTSP and the same set of customers per clusters except

the first one that is already discussed.

7.2 Parameter settings

While using any multi-objective method, parameter tuning

has a very influential role. Here, for both the methods, we

have used the same values for the characteristic parameters

for each instance of the dataset. The essential parameters

are population size, the maximum number of generations,

crossover probability, mutation probability and archive

size. The optimal parameter settings after several trials and

errors are given in Table 3. For SPEA2, tournament

selection with selection pressure 4 is used, and in the case

of NSGAII, Roulette wheel selection mechanism is used.

The crossover and mutation mechanisms used in NSGAII

and SPEA2 are described in Sects. 5.7 and 5.8. The archive

size used in SPEA2 is the same as the population size.

8 Result analysis and discussion

The proposed MOOSOP model is solved using two multi-

objective evolutionary algorithms, which are implemented

in C language on a system of Intel Core i5 CPU T6500 at

2.44 GHz, under Ubuntu 18.4.

8.1 Results

In Results section, we present the outcome of the different

tests conducted to measure the performance of the

proposed MOOSOP model. Here, each of the 12 instances

is solved using NSGAII and SPEA2 for the proposed

MOOSOP model. The first front generated using both the

algorithms for an independent run on different instances is

presented in Table 4. The detailed result of one of the

solutions of the first front of an independent run on the

instance 11berlin52 using NSGAII is presented in Table 5.

The first front obtained on an independent run on two

different instances 20rat99 and 22pr107 for the proposed

MOOSOP model using two different algorithms NSGAII

and SPEA2 is depicted in Fig. 5.

As we construct a new variant of SOP, no Pareto front is

available in the literature. So first, we generate an

approximate front close to the Pareto front for both the

algorithms. To generate the approximate front for each

instance, we make 50 independent runs of both the algo-

rithms and store the first front in an external archive. Then,

the nondominated solutions from the archives are treated as

the approximate front. For the instance of 11berlin52, the

approximate front and the first front of an independent run

using NSGAII and SPEA2 are presented in Fig. 6.

To measure the performance of NSGAII and SPEA2, we

evaluate three performance measures of convergence and

diversity, namely GD, IGD and spread. To perform the

statistical analysis, we calculate two of central tendency

measures, namely mean and median, and two of variability

measures, namely standard deviation and interquartile

range, for all the performance metrics. Mean, median,

standard deviation and IQR of GD, IGD and spread after 50

runs of NSGAII and SPEA2 for each instance are presented

in Table 6. To compare the algorithms, we plot the results.

The values in bold are the better outcome when compared

for both the NSGAII and SPEA2.

The bar charts of mean, median, standard deviation and

IQR of GD, IGD and spread for the proposed model using

SPEA2 and NSGAII are given in Figs. 7, 8, 9. The box

plots of IGD, GD and spread for the proposed model using

NSGAII and SPEA2 are presented in Fig. 10.

8.2 Discussion

Compared to the basic model of SOP, our model here

accounts for a number of aspects more in selecting a cus-

tomer from a cluster, and this makes the model more

realistic. Finding only the profit as the primary means of

customers’ selection does not always generate better cus-

tomer satisfaction, so we should consider most of the vital

issues. We solve the proposed model by using two popular

evolutionary algorithms NSGAII and SPEA2. Table 4

presents the first front generated using both the algorithms

for an independent run each. From Table 4, we observe the

following: Firstly, in most cases, the number of solutions in

the first front generated by NSGAII is better than SPEA2,

Table 3 Parameter settings of SPEA2 and NSGAII

Parameter Values

Population size 100

Maximum number of generations 500

Crossover probability 0.9

Mutation probability 0.1

Archive size 100
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Table 4 Results of the proposed MOOSOP model using NSGAII and SPEA2

Instance NSGAII SPEA2 Instance NSGAII SPEA2

Score Satisfaction Score Satisfaction Score Satisfaction Score Satisfaction

11berlin52 25 0.911131 10 0.795053 20KroA100 23 0.806908 30 0.840378

26 0.859422 42 0.615637 31 0.764991 32 0.780118

30 0.797503 29 0.778599 44 0.754361 36 0.711796

33 0.73364 45 0.42299 40 0.665993

36 0.715077 46 0.62048

42 0.638843 48 0.528135

16eil76 3 0.993056 12 0.996377 20rat99 5 0.981949 11 0.996497

12 0.98913 17 0.407891 6 0.976031 14 0.562747

17 0.407891 21 0.304404 8 0.751323 18 0.4215

21 0.304404 12 0.537127 23 0.400378

15 0.475363 25 0.278769

18 0.380451 29 0.16805

11eil51 17 0.145776 15 0.136553 20rd100 17 0.855372 43 0.354695

9 0.499847 12 0.264865 29 0.853439 21 0.885277

14 0.279016 8 0.397541 37 0.634615 22 0.76819

11 0.300447 7 0.997925 38 0.624906 40 0.516866

10 0.328767 45 0.315767 36 0.728092

7 0.997925

14st70 7 0.997416 3 0.993421 21eil101 6 0.9725 23 0.418166

15 0.57796 27 0.189239 9 0.915709 16 0.998915

16 0.481541 6 0.987654 11 0.509931 19 0.496918

19 0.439358 8 0.973684 13 0.334176 18 0.503886

20 0.38256 25 0.308839 15 0.259507

22 0.321028 18 0.240728

25 0.308839

26 0.256603

29 0.151

34 0.129146

16pr76 46 0.770578 30 0.812443 21lin105 18 0.96209 49 0.621864

58 0.625219 36 0.709713 41 0.86469 47 0.843526

55 0.762072 42 0.709346 42 0.782046

53 0.537719 44 0.640836 46 0.608355

27 0.771851 51 0.637589

50 0.627731 53 0.63628

33 0.692688 56 0.620514

24pr124 10 0.838549 16 0.796787 22pr107 11 0.940607 15 0.86529

18 0.799657 22 0.742784 12 0.779539 34 0.583521

31 0.753000 27 0.738662 15 0.724448 32 0.747036

38 0.714322 31 0.713963 16 0.651724 28 0.775902

43 0.696375 34 0.689739 24 0.624993

52 0.623741 30 0.619732

37 0.583984
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Table 5 Detailed results of the proposed MOOSOP model on instance 11berlin52 using NSGAII

Sl. No. Score Satisfaction Solution

1 42 0.638843 Cluster sequence 8 1 4 3 7 10 9 6 2 11 5

City sequence 51 13 6 19 3 45 20 47 2 26 33

Service time 87.0 41.0 14.0 218.0 166.0 55.0 43.0 0.0 179.0 33.0 1.0

2 25 0.911131 Cluster sequence 8 1 4 3 7 10 9 6 2 11 5

City sequence 51 52 4 8 31 43 20 47 2 26 33

Service time 72.0 60.0 1116.0 210.0 177.0 4.0 114.0 0.0

3 30 0.797503 Cluster sequence 8 1 4 3 7 10 9 6 2 11 5

City sequence 51 13 6 19 3 45 20 47 2 26 33

Service time 69.0 40.0 1130.0 191.0 118.0 3.0 157.0 0.0 102.0 92.0 12.0

4 36 0.715077 Cluster sequence 8 1 4 3 7 10 9 6 2 11 5

City sequence 51 13 6 19 31 45 20 47 2 26 33

Service time 87.0 41.0 14.0 218.0 166.0 55.0 43.0 0.0 179.0 33.0 1.0

5 33 0.733640 Cluster sequence 4 5 7 10 9 11 2 3 1 8 6

City sequence 33 31 45 20 28 2 8 14 11 47
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and secondly, in general, the first front generated by both

the algorithms intersects and in few cases, they dominate

each other. Therefore, in this scenario, deciding the best

algorithm between these two is difficult. Hence, we use

some performance metrics to compare the algorithms. The

central tendency measures of the performance matrices,

viz. GD, IGD, and spread, are presented in Table 6. The

bar charts are used to compare these results and are

depicted in Figs. 7, 8, 9.

In some cases, the mean and standard deviation of the

IGD are better for SPEA2. When we consider GD, in most

of the instances NSGAII performs better than SPEA2, but

when we consider spread, SPEA2 is better than NSGAII.

The box plots of GD, IGD and spread are presented in

Fig. 10. From the box plot, it is clear that NSGAII per-

forms better than SPEA2 concerning IGD and GD, but

SPEA2 is better than NSGAII for spread.

9 Conclusion

The multi-objective open set orienteering problem

(MOOSOP) deals with more than one objective. In this

paper, we consider a practical variant of SOP in which the

goals are the maximization of the profit score and the

maximization of customer satisfaction. The model con-

siders third-party logistics and is solved by NSGAII and

SPEA2 algorithms. From result analysis, we can conclude

that although many of them can be used equally well here,

the success rate in reaching the goal depends on the tuning

of the parameters and the method of implementation. In our

work, we use three performance metrics, namely GD, IGD

and spread, to analyze the performance of the algorithms.

Finally, we can conclude that NSGAII performs better than

SPEA2 in this work by considering the best of these three

measures, as NSGAII performs better than SPEA2 with

respect to IGD and GD, but SPEA2 performs better than

NSGA2 with respect to spread.

Fig. 7 Mean, SD, median and IQR of IGD for both the MOEAs
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Future research may focus on the use of uncertainties for

different parameters such as travel time, service time,

operating costs, etc. In this paper, we also seek attention to

future research in the domain of the orienteering problem

in a sustainable environment. Nowadays, many researchers

are enormously working on environmental issues.

Fig. 8 Mean, SD, median and IQR of GD for both the MOEAs

Fig. 9 Mean, SD, median and

IQR of spread for both the

MOEAs
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Therefore, a green MOOSOP may be an up-and-coming

area of research for further works based on this paper.
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